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This article examines the impact of public agricultural research and extension on agricultural total fac-

tor productivity at the state level. The objective is to establish whether federal formula or competitive

grant funding of agricultural research has a greater impact on state agricultural productivity. A pooled

cross-section time-series model of agricultural productivity is fitted to annual data for forty-eight

contiguous states over 1970–1999. Our results show that public agricultural research and agricultural

extension have statistically significant positive impacts on state agricultural productivity. In addition,

Hatch formula funding has a larger impact on agricultural productivity than federal competitive grant

funding, and a reallocation of Hatch formula funds to competitive grant funding would lower agricul-

tural productivity. This seems unlikely to be a socially optimal policy. Furthermore, from a cost–benefit

perspective, our study shows that the social marginal annualized real rate of return to public resources

invested in agricultural research is 49–62%, and to public agricultural extension, the rate is even larger.
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The federal government in 1887 established
the State Agricultural Experiment Station
(SAES) system to conduct original research
and verify experiments bearing directly on the
U.S. agricultural sector. Each State was enti-
tled to an equal amount annually of federal
funds to support this research (Knoblauch,
Law, and Meyer 1962, p. 219). These sta-
tions were established under the direction of
the Land Grant Universities, and the Hatch
Act specified that the States or stations were
to choose a program of research that fit-
ted local needs. Hence, under the original
Hatch Act, funds were allocated by a sim-
ple formula—an equal amount to each State.
Under the 1906 Adams Act and 1925 Purnell
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Act, federal agricultural research funds were
also allocated equally among States, but un-
der the 1935 Bankhead-Jones Act, agricul-
tural research funds were allocated by a new
formula—each State received an amount in
proportion to its share of the U.S. popula-
tion (Knoblauch, Law, and Meyer 1962, pp.
224–25).1 In addition, States were required “to
match” these federal funds with state or other
funds.

In 1955, agricultural research programs ad-
ministered by the Office of Experiment Sta-
tions were consolidated into the Amended
Hatch Act, and the allocation scheme was
modified. Funds were allocated to three types
of research: 20% for agricultural marketing re-
search, 25% for regional research, and 52%
for projects determined by the states. The re-
maining 3% went to federal administration of
these funds. For the 52% component, funds
were allocated to the States as follows: 20%
equally to States, 26% allocated according to
each state’s share of the U.S. rural population,
and 26% according to each state’s share of the
U.S. farm population (Knoblauch, Law, and

1 Later, the criterion was based on the rural population.
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Table 1. Current and Constant Dollar Revenue of U.S. State Agricultural Experiment Stations
and Distribution by Major Sources, 1980–2003

Current Dol., Millions Constant 2000 Dol.a, Million

Sources 1980 1990 2000 2003 1980 1990 2000 2003

Regular federal
appropriations-
CSRS/CSREES
administered

136.9 223.6 292.6 393.0 322.1 304.6 292.6 350.3

Hatch and other formula
funds

121.2 163.3 186.9 179.9 285.2 222.5 186.9 160.4

Special grants 9.6 39.7 47.0 72.2 22.6 54.1 47.0 64.3
NRI competitive grants – 20.0 44.7 58.7 – 27.2 44.7 52.3
Other 6.1 0.6 14.0 82.2 14.4 0.8 14.0 73.3
Other non-CSRS/

CSREES administered
federal government
research funds

91.8 193.3 360.4 537.9 216.0 263.7 360.4 479.4

Contracts, grants, and
cooperative agreements
with USDA agencies

24.4 49.5 75.0 107.2 57.4 67.5 75.0 95.5

Contracts, grants, and
cooperative agreements
with non-USDA
federal agencies

67.4 143.9 285.4 430.7 158.6 196.3 285.4 383.9

State government
appropriations

446.9 877.9 1,117.8 1,124.8 1,051.5 1,197.7 1,117.8 1,002.2

Industry, commodity
groups, foundationsb

74.0 210.0 340.9 387.1 174.1 286.5 340.9 345.0

Other funds (product
sales)

55.2 91.6 118.0 128.3 129.8 125.0 118.0 114.3

Grand total 804.8 1,596.5 2,229.7 2,571.0 1,893.6 2,178.0 2,229.7 2,291.4

aObtained by deflating data in first three columns using the Huffman and Evenson (1993, pp. 95–97 and updated to 2003) agricultural research price index

with 2000 being 1.00.
bAmount received from industry and “other nonfederal sources,” excluding state appropriations and product sales or self-generated revenue.

Source: U.S. Dept. Agr. 1982, 1991, 2001, 2004.

Meyer 1962, pp. 232–33).2 Federal agricultural
research funds allocated by this latter mech-
anism to the states are known as “formula
funds” (CSREES 2005b).

In 1977, the USDA established its first com-
petitive grants program which was for high
priority research. However, funds available
through this program remained quite small
for a number of years. In 1990, it was re-
named the National Research Initiative (NRI)
Competitive Grants Program. Over 1980–
2003, the amount of federal formula funds for
SAES research declined by 57% or $124 mil-
lion (2000 dollars) (see table 1). NRI funds
going to SAES research increased by only
$25 million (2000 dollars) over this period.
Hence, Cooperative States Research Service

2 Later, the marketing research requirement was eliminated.

(CSRS)—or its successor, the Cooperative
State Research, Education, and Extension Ser-
vice (CSREES)—funding of SAES research
has fallen dramatically over the past twenty-
five years.3 Moreover, in the 2006 Federal
Budget, President George W. Bush proposed
eliminating federal formula funding of agricul-
tural research and replacing it with a new com-
petitive grant program for the SAES system
(CSREES 2005a).4

Much debate has surrounded external peer-
reviewed competitive grant funding of pub-
lic agricultural research and federal formula
funding. Key issues in favor of formula fund-
ing and against competitive grants are as

3 CSRS replaced the Office of Experiment Stations in 1961, and
in 1995, CSREES replaced CSRS.

4 Table 2 does show that the SAES system has been successful
in obtaining grant and contract funding from non-USDA agencies.
The increase from 1980 to 2003 was by $225 mil (2000 dol.).
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follows. First, programmatic funding, e.g., for-
mula funds, represents steady funding that can
support core, base, or foundation research.
Many important scientific discoveries take
more that a decade to achieve. Hence, if scien-
tists must pursue extramural funding, they face
a large amount of uncertainty. A large share
of extramural proposals are not funded in any
given year, e.g., the NRI success rate in any
year seldom exceeds 12%, and funding cycles
are twelve months in length, which means that
there is a long wait between submission dates.
Moreover, this may require considerable ef-
fort to orchestrate a successful award, and the
award is only for short-term funding—two to
four years.

Second, federal formula funds carry no gen-
eral university overhead or indirect cost. Thus,
97% of the total federally appropriated for-
mula agricultural research funds go to the
SAES system. In contrast, grant-funded SAES
research includes significant off-the-top indi-
rect cost collected by the upper administra-
tion at the receiving institution. The revenue
from indirect cost has been used to develop a
new layer of administrative bureaucracy in the
form of extramural contract and grants offices,
grant-seeking and writing activities, and em-
ployee training, and turnover associated with
fluctuating competitive grant revenues. Up-
per administration also uses indirect costs to
pay for renovating some expensive research
laboratories and facilities. However, only a
small share of overhead from SAES projects is
channeled back to the agricultural experiment
station or principal investigator. Hence, the
university indirect cost is a tax on public agri-
cultural research funds—driving a wedge be-
tween the amount appropriated by Congress
and the amount received by the scientists for
discovery and effort.

Third, competitive grant funding tends to fa-
vor institutions that have the research infras-
tructure to undertake research that is typically
national in scope and will appeal to review-
ers from many different regions. In the Land
Grant University world, the favored universi-
ties tend to be those that have the largest re-
search infrastructure and, in particular, those
that have expert resources for writing grant
proposals, such as the University of California,
Big Ten universities (e.g., Wisconsin, Michigan
State, Purdue, Illinois, Minnesota), and a few
other universities. Proposals that address prob-
lems of concern to a single state or small
group of states are under-funded in the na-
tional competitive-grant process, despite the

fact that such research problems are of crit-
ical concern to these areas and may have a
large net social payoff. This intramural-funded
research does require annual plans of work,
annual reports, and periodic review to ensure
accountability, but does not overburden scien-
tists with these activities (Huffman and Just
2000). This is especially important to small
states—New Hampshire, Vermont, and West
Virginia—that have depended heavily upon
Hatch funding, obtaining more than 45% of
their funds from this source, and on the state
government matching funds.

Fourth, national competitive grant pro-
grams also tend to reallocate research re-
sources within Land Grant Universities away
from research that scientists see as vitally im-
portant to their individual states and toward
research with national appeal. In the com-
petitive grant process, preliminary results and
other parts of a project are frequently un-
funded. This has the practical effect of lever-
aging national agricultural research priorities,
because state government appropriations pay
for this research. At a minimum, a signif-
icant amount of state-appropriated agricul-
tural research funds are used in writing (and
evaluating) research grant proposals for na-
tional competitive grant programs, whereas
those same resources could be used to study
important state problems (Huffman and Just
1999).

The counter-argument goes something like
the following. Under the Hatch Act, federal
formula funds can be allocated to research
on a wide range of problems in agriculture,
marketing, forestry, home economics, and ru-
ral and community development. Washington
bureaucrats have sometimes suggested that
there is limited accountability.5 In addition, a
claim sometimes made is that this research is
not subject to rigorous research methods and
projects are reviewed infrequently. Scientists
working on these projects, however, are uni-
versity tenure-track and tenured faculty who
undergo regular performance assessments for
university pay increases and, in some cases, for

5 The scope of the agricultural research under the Hatch Act
includes research on all aspects of agriculture, including soil and
water conservation and use; plant and animal production, protec-
tion, and health; processing, distribution, safety, marketing, and uti-
lization of food and agricultural products; forestry, including range
management and range products; multiple use of forest rangelands
and urban forestry; aquaculture; home economics and family life;
human nutrition; rural and community development; sustainable
agriculture; molecular biology; and biotechnology. Research may
be conducted on problems of local, state, regional, or national con-
cerns (CSREES 2005b).
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promotion in rank. Thus, the expectations set
by the university are a critical factor affecting
scientists’ rigor and diligence in research and
other activities (Huffman and Just 2000).

If fewer dollars were allocated across the
Land Grant system for formula funding, for ex-
ample, by eliminating formula funds to small
SAESs, those dollars could be used to increase
the research funds available for competitive
grant programs. This rationale suggests that
the U.S. might not “need” more than twenty
colleges of agriculture, and perhaps we could
get by with even fewer. However, reducing dra-
matically the number of states receiving fed-
eral agricultural research funds would greatly
change the political economy of federal agri-
cultural research funding. A likely prospect is
that, over time, the currently strong congres-
sional support for formula funds would wane
and federal appropriations would decline.
Another possibility is that the excluded Land
Grant Universities would pursue congression-
ally earmarked research funds on a grand scale
(note that these ear-marks or special grant
funds exceed NRI funding in each year, table 1)
(National Research Council 2003, pp. 71–72).
Hence, attempts to concentrate public agricul-
tural research funds in a few large Land Grant
Universities might have major unintended and
adverse consequences over the long run.

Prior studies of public agricultural research
and extension impacts on state or regional agri-
cultural productivity include Griliches (1963);
Huffman and Evenson (1993); Alston, Craig,
and Pardey (1998); Alston and Pardey (2001);
and Yee et al. (2002). Huffman and Just (1994)
used state productivity data for 1948–1982 to
show that federal formula funding has a larger
impact on agricultural productivity than com-
petitive grant funding, owing to the high trans-
action costs associated with external compet-
itive grant programs. However, since 1982,
many changes have occurred in the frontiers
of science, in funding mechanisms, and in the
technology of agriculture.

The objective of the current paper is to es-
timate whether federal formula or competi-
tive grant funding of agricultural research has
a greater impact on state agricultural pro-
ductivity. A pooled cross-section time-series
model of agricultural productivity is fitted to
annual data for forty-eight contiguous states
over 1970–1999. Hypotheses tested are that the
amount and composition of public agricultural
research funding has no effect on state agricul-
tural productivity. Findings include that pro-
grammatic funding, including federal formula
funds, has a larger impact on state agricultural

productivity than federal grant and contract
funding. Moreover, a reallocation of federal
formula funding to competitive grant funding
lowers state agricultural productivity and, in
this sense, is a non-optimal agricultural science
policy.

More about Agricultural Research Funding
and Productivity

Over the past twenty-five years, the rate
of growth of funding for the state agricul-
tural experiment station (SAES) system has
slowed dramatically, and its composition has
changed—with rapidly growing funds from
nontraditional sources. The constant dollar
funding for the SAES system grew at an av-
erage annual rate of 1.4% during the decade
of the 1980s. However, over the next thirteen
years, the average annual rate of growth was
only 0.39% (table 1).

Looking across the forty-eight states, we see
differences in the composition of SAES fund-
ing (table 2). In New England and the Ap-
palachian states, a large share—20 to 55%—of
SAES funding is from federal formula fund-
ing. In contrast, the Pacific region has an
unusually small share of SAES funding from
federal formula programs (table 2). California
and Florida are states that stand out for their
unusually low share of SAES funds from
federal formula moneys—about 5%. Turning
to federal grants, contracts, and cooperative
agreement funding, the New England, North-
east, Northern Plains, Appalachian, Southeast,
Delta States, and Southern Plains regions ob-
tain a small share of SAES funds through these
federal programs. States that stand out because
of their large share—over 17%—of funding
from these federal competitive sources are
Wisconsin, Oregon, Indiana, Colorado, Rhode
Island, California, Michigan, New York, and
Utah. These states established relatively early
the institutional infrastructure and scientific
skills that would make them competitive in
programs where the research agenda is set in
Washington, D.C. and not locally.

Turning to a description of agricultural
sector total factor productivity records at the
state level from 1970 to 1999, total factor
productivity grew at an average annual rate of
2% or more in Connecticut, Michigan, North
Dakota, South Dakota, North Carolina,
Georgia, Florida, Arkansas, Washington, and
Oregon (table 2). All of these states, except
Connecticut and Michigan, had agricultural
output growth rates of 2% per year or more.
States with very low average TFP growth
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Table 2. Average Annual Growth Rate for Farm Output, Input, Multifactor Productivity and
Public Agricultural Research Capital and Composition of SAES Funding, 1970–1999

Average Annual Growth Rate,
1970–1999 (%) Avg. SAES Share

from Federal
TFP Public Ag.

Relative Total Total Research Comp.
Region/State Level 1996 Output Input TFP Capital Formula Grants

New England
Maine 1.026a 0.08 −1.50 1.42 1.43 0.33b 0.07c

New Hampshire 0.865 0.13 −1.17 1.30 0.77 0.55 0.01
Vermont 1.131 0.74 −0.15 0.89 1.49 0.47 0.03
Massachusetts 0.991 0.29 −1.43 1.72 0.02 0.36 0.05
Connecticut 1.168 1.45 −0.90 2.35 0.18 0.20 0.13
Rhode Island 0.959 −0.18 −1.69 1.50 1.18 0.38 0.18

Northeast
New York 1.070 0.50 −0.91 1.41 2.12 0.11 0.17
New Jersey 0.948 0.83 −0.60 1.43 0.96 0.16 0.08
Pennsylvania 1.032 1.69 0.17 1.52 2.24 0.29 0.08
Delaware 1.198 2.82 1.75 1.08 1.57 0.35 0.06
Maryland 1.072 1.51 0.19 1.33 2.38 0.24 0.06

Lake States
Michigan 0.852 1.94 −0.68 2.26 3.38 0.17 0.17
Minnesota 1.053 1.94 0.00 1.94 2.49 0.18 0.11
Wisconsin 0.977 1.09 0.68 1.77 2.25 0.15 0.25

Corn Belt
Ohio 0.846 1.33 −0.57 1.90 0.79 0.23 0.02
Indiana 1.025 1.59 −0.33 1.92 1.64 0.16 0.20
Illinois 1.057 1.29 −0.58 1.87 1.56 0.20 0.11
Iowa 1.192 1.08 −0.75 1.83 3.19 0.18 0.14
Missouri 1.002 0.78 −0.59 1.37 3.39 0.22 0.10

Northern Plains
North Dakota 1.181 2.15 −0.09 2.24 4.06 0.18 0.05
South Dakota 1.187 1.96 −0.11 2.07 2.60 0.24 0.04
Nebraska 1.257 2.49 0.69 1.80 4.42 0.11 0.09
Kansas 1.169 2.24 0.60 1.65 3.35 0.13 0.10

Appalachia
Virginia 0.962 1.42 −0.27 1.69 3.25 0.21 0.14
West Virginia 0.607 1.19 −0.36 1.55 2.15 0.48 0.05
Kentucky 0.984 1.56 −0.03 1.60 2.23 0.35 0.00
North Carolina 1.181 2.15 −0.09 2.23 4.50 0.18 0.14
Tennessee 0.825 1.30 −0.45 1.75 2.95 0.28 0.14

Southeast
South Carolina 1.057 1.07 −0.81 1.88 2.13 0.32 0.00
Georgia 1.465 2.25 0.20 2.04 5.53 0.19 0.04
Florida 1.525 2.27 0.27 2.00 3.47 0.06 0.06
Alabama 1.000 1.85 −0.05 1.90 1.63 0.23 0.06

Delta States
Mississippi 1.222 1.51 −0.39 1.90 2.69 0.26 0.07
Arkansas 1.375 2.66 0.60 2.06 3.30 0.21 0.03
Louisiana 1.188 1.12 −0.23 1.35 1.69 0.13 0.04

Southern Plains
Oklahoma 0.845 1.65 0.37 1.28 1.67 0.22 0.11
Texas 0.929 1.99 0.42 1.57 2.88 0.16 0.09

(Continued)
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Table 2. (Continued)

Average Annual Growth Rate,
1970–1999 (%) Avg. SAES Share

from Federal
TFP Public Ag.

Relative Total Total Research Comp.
Region/State Level 1996 Output Input TFP Capital Formula Grants

Mountain States
Montana 0.851 1.17 −0.03 1.20 2.49 0.18 0.09
Idaho 1.278 2.43 0.51 1.92 3.38 0.22 0.05
Wyoming 0.826 1.17 0.28 0.89 0.92 0.30 0.07
Colorado 1.076 1.57 0.06 1.51 3.77 0.23 0.18
New Mexico 0.964 1.98 0.43 1.55 2.49 0.28 0.10
Arizona 1.251 1.41 −0.16 1.57 4.63 0.12 0.12
Utah 0.890 1.87 0.45 1.42 2.60 0.23 0.17
Nevada 0.985 1.48 0.39 1.09 4.17 0.27 0.11

Pacific
Washington 1.358 3.04 0.72 2.32 2.35 0.17 0.10
Oregon 0.837 2.67 0.29 2.38 2.59 0.12 0.22
California 1.445 2.64 1.18 1.46 3.02 0.05 0.17

aThe TFP level is relative to Alabama.
bShare of SAES funds from Hatch and other federal formula programs.
cShare of SAES funds from federal competitive grants, contracts, and cooperative agreements lagged twelve years (see table 3).

were Vermont and Wyoming (0.89), Delaware
(1.08), and Nevada (1.09). Over this period, it
has been common for input growth to be neg-
ative. Nevertheless, among the four states with
slowest TFP growth, three had positive input
growth.

States in close proximity have, for the most
part, agro- and geo-climatic conditions and
economic factors that may make them respond
similarly to new technologies. Hence, look-
ing at regional groups of states may show an-
other dimension of agricultural sector TFP
growth. Consider the forty-eight contiguous
states grouped into the eleven USDA regions.
Total factor productivity growth was relatively
high in the Lake States, Southeast, Northern
Plains, and Pacific region, but low in the Moun-
tain region (table 2).6

A hypothesis is that public agricultural re-
search capital is one important determinant
of total factor productivity in agriculture.
Table 2 shows that the annual average growth
in public agricultural research capital over
1970–1999 was high, at over 3% in Michi-
gan, Iowa, Missouri, North Dakota, Nebraska,
Kansas, Virginia, North Carolina, Georgia,
Florida, Arkansas, Idaho, Colorado, Arizona,
and California. However, it was less than 1.5%
per year in the six New England States, New
Jersey, Ohio, and Wyoming. Furthermore, the

6 See Ball et al. (1999) for a discussion of the relationship be-
tween state levels of total factor productivity and the national level.

simple correlation between state annual aver-
age TFP growth over 1970–1999 and annual
average growth of public agricultural research
capital is 0.25.

An Econometric Model of Total Factor
Productivity for Agriculture

Assume a state aggregate production function
with disembodied technical change where Q
is an aggregate of all types of farm outputs
from farms within a state aggregated into one
output index, A(RPUB, RPRI, EXT) is the
associated technology parameter, and F(·) is a
well-behaved production function (Chambers
1988, p. 181). K is state aggregate quality-
adjusted physical capital input, L is state ag-
gregate quality-adjusted labor input, and M
is state aggregate quality-adjusted materials
input. The technology parameter A(·) is hy-
pothesized to be a function of state public
agricultural research capital (RPUB), private
agricultural research capital (RPRI), and pub-
lic agricultural extension capital (EXT). The
state aggregate production function is then:

Q = A(RPUB, RPRI, EXT)F(L , K , M).(1)

Now we define TFP as

TFP = Q/F(L , K , M)

= A(RPUB, RPRI, EXT).

(2)
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Taking natural logarithms of both sides of
equation (2) and adding a random disturbance
term �, we obtain the rudimentary economet-
ric model of agricultural productivity

ln TFP = ln A(RPUB, RPRI, EXT) + u.(3)

For this study, one goal is to test the impact
of public agricultural research capital and its
composition, e.g., shares due to major fund-
ing sources, on state aggregate total factor
productivity (see Huffman and Just 1994). To
accomplish this, the funding shares are inter-
acted with the public agricultural research cap-
ital variable, and we add a time trend (trend)
to effectively de-trend the dependent variable
and all regressors (Wooldridge 2003, pp. 350–
51). Hence, the embellished version of the
econometric model of state agricultural TFP
is

ln TFPilt = �1 + �2 ln RPUBilt

+ �3[ln RPUBilt]SFFilt

+ �4[ln RPUBilt](SFFilt)
2

+ �5[ln RPUBilt]GRilt

+ �6[ln RPUBilt](GRilt)
2

+ �7 ln RPUBSPILLilt

+ �8 ln EXTilt

+ �9 ln RPRIilt + �10trend

+ �l + uilt

(4)

where i refers to a particular state in region l
and year t. In addition, SFFilt is a given state’s
share of SAES funding from federal formula
and state government appropriations (i.e., pro-
grammatic funding) in year t; GRilt is a given
state’s share of SAES funding from federal
grants, contracts, and cooperative agreements
(i.e., federal grants and contracts) in year t; and
RPUBSPILLilt is a given state’s public agricul-
tural research capital spillin in year t,7 and �l

7 Note that empirically, TFP has a weak lower bound roughly
at zero, i.e., when there is a total “crop failure.” However, it has
no such tendency for any particular upper limit. Hence, by mak-
ing the dependent variable of equation (4) the natural logarithm
of TFP, we have created a transformed dependent variable and a
disturbance term u that are approximately normal. In contrast to
a production function, there are very weak priors about the exact
functional form of the productivity equation. We follow Evenson
(2001, p. 583) and choose a double-logarithmic model modified so
that we can test hypotheses about the effects of the composition of
agricultural experiment station funding on agricultural productiv-

is a regional fixed effect.8 Given the specifi-
cation of equation (4) including an intercept
term, the unconditional expected value of the
random disturbance term uilt is zero.

Taking equation (4) and ignoring sub-
scripts, the elasticity of state agricultural to-
tal factor productivity with respect to RPUB,
RPUBSPILL, and EXT is

∂ ln(TFP)/∂ ln(RPUB)

= �2 + �3SFF + �4(SFF)2

+ �5GR + �6(GR)2

(5)

∂ ln(TFP)/∂ ln(RPUBSPILL) = �7, and(6)

∂ ln(TFP)/∂ ln(EXT) = �8.(7)

The elasticity of state agricultural produc-
tivity (TFP) with respect to a change in a
state’s own public agricultural research capital,
given by equation (5), clearly takes differ-
ent values as the composition of SAES fund-
ing changes, i.e., SFF or GR. The elasticity
of a state’s agricultural TFP with respect to
the public agricultural-research-capital spillin
is given by equation (6) and with respect to
public agricultural-extension capital is given
by equation (7).9

The unique feature of equation (4) is that
the productivity of a state’s public agricultural-
research capital depends on and is propor-
tional to the composition of SAES funding
sources—SFF and GR:

∂ ln(TFP)/∂(SFF)

= (�3 + 2�4SFF) ln RPUB

(8)

∂ ln(TFP)/∂(GR)

= (�5 + 2�6GR) ln RPUB.

(9)

Equations (8) and (9) show how the compo-
sition of public agricultural research funding
affects state agricultural TFP. The propor-
tional change of state agricultural TFP due

ity. We also test for significant interaction effects between public
and private agricultural research capital, but no significant impact
is identified.

8 The inclusion in equation (4) of a public research spillin
variable reduces potential problems with spatial correlation of
disturbances.

9 In experiments, an interaction term between public agricultural
research and extension was considered. The estimated coefficient
of this term was negative, but it was not strong statistically. We ex-
cluded this variable from our final specification of the productivity
model.
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to a one percentage point change in SFF—a
state’s share of SAES funding from federal and
state programmatic funding—is given in equa-
tion (8). Likewise, the proportional change of
state agricultural TFP due to a one percentage
point change in GR—a state’s share of SAES
funding from federal grants and contracts—is
given by equation (9). The inclusion of squared
terms in these equations [(SFF)2, (GR)2] per-
mits us to examine potential nonlinear impacts
of funding composition on the productivity of
public agricultural research at the state level.

The elasticity of state agricultural TFP with
respect to private agricultural research capital
(RPRI) is:10

∂ ln(TFP)/∂ ln(RPRI) = �9.(10)

With public funds allocated to agricultural
research having nonresearch alternatives, it is
interesting to ask what the social rate of return
is on these investments. For example, if one
million dollars of additional public funds were
invested today in an average state, it would
have direct benefits distributed over the next
thirty-five years in this state and spillover ben-
efits in other states in the same geo-climatic
region. By setting the net present value of the
benefits equal to the cost, we can solve for
the marginal annualized internal rate of return
(MIRR). When benefits and costs are in con-
stant prices, we obtain a real rate of return on
the public investment. The computation is

1 =
[

∂ln(TFP)

∂ln(RPUB)
Q/R + (n − 1)

× ∂ln(TFP)

∂ln(RPUBSPILL)
Q/S

]

×
m∑
0

wi [1/(1 + r)i ]

(11)

where Q is the sample mean value at the state
level for gross agricultural output, R is the sam-
ple mean of a state’s own public agricultural
research capital, and (n – 1) is the number of
states into which agricultural research-spillin
effects flow. S is the sample mean of the pub-
lic agricultural research capital spillin, m is
the number of periods over which the input
of public agricultural research impact agricul-
tural productivity, wi ’s are timing weights used

10 Significant public and private agricultural research-capital in-
teraction effects did not exist.

to derive the public agricultural research cap-
ital variable, and r is the real MIRR including
impacts of R&D capital spillovers (see Yee,
Ahearn, and Huffman 2002, p. 191).

The Data

The data set is a panel for the forty-eight con-
tiguous states and thirty years, 1970 through
1999, giving 1,440 total observations. We use
the new annual state total factor productiv-
ity (TFP) data obtained from the USDA (see
Ball, Butault, and Nehring 2002). The science
of constructing research capital variables from
research expenditures remains in its infancy
(Griliches 1979, 1998). However, Griliches es-
tablished a tradition forty years ago of using
real public agricultural research expenditures
or a research stock variable to proxy the “true”
measure of agricultural research discoveries
that impact productivity.11 Our data on pub-
lic agricultural research expenditures with a
productivity focus were prepared by Huffman,
McCunn, and Xu (2006), and they are con-
verted to constant dollar values using the
Huffman and Evenson (2005, pp. 106–07) re-
search price index.12

Although a few researchers have included
free-form or many lags of public agricultural
research expenditures without much struc-
ture in aggregate productivity analyses (e.g.,
Alston, Craig, and Pardey 1998), this gener-
ally asks too much of the data in the sense
that too many coefficients must be estimated.13

Hence, by imposing prior beliefs about the
shape of timing weights, we impose smooth-
ness of the marginal impacts of successive
real research expenditures on ln TFP and re-
duce the demands on the data to identify
parameters. For example, Griliches (1998) con-
cludes that the impact of research and de-
velopment (R&D) on productivity or output
most likely has a short gestation period, then
blossoms, and eventually becomes obsolete.
Following his guidance, we approximated this
pattern with the following pattern of timing
weights. First, a gestation period of two years

11 A note is available upon request from the authors showing how
a good proxy variable results in minimal errors in variable bias.

12 Because the real agricultural research expenditures with a pro-
ductivity orientation are in constant dollars, they do not have a
strong trend over the sample period.

13 Free-form lag estimates are unsatisfactory generally because
with high correlation between lagged real research expenditures,
the estimated coefficients on successive lagged research expendi-
tures tend to oscillate between positive and negative values, which
is difficult to rationalize (Evenson 2001, p. 588).



Huffman and Evenson Impacts of Federal Agricultural Research Funds 791

wt 
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Figure 1. Public agricultural research timing
weights

is imposed, during which the impacts of public
agricultural research capital on productivity
are negligible. Second, impacts are then as-
sumed to be positive over the next seven years
and are represented by increasing weights,
followed by six years of maturity during which
weights are high and constant. Then, twenty
years of declining weights follow that go to zero
eventually. This weighting pattern is known as
“trapezoid-shaped time weights” (see figure 1,
and Evenson 2001, pp. 584–88).14

We, however, can reduce the bias and de-
crease the size of the standard error associ-
ated with our research capital variables by
choosing, among alternative proxy variables,
one that is most highly correlated with true
public agricultural research capital. One mea-
sure of research that has been used by some
researchers is the total agricultural research
expenditures across all agencies, research com-
modities, and research problem areas (U.S.
Department of Agriculture 1993). However,
if we ignore research expenditures that are
remotely related to agricultural productivity,
we can create a research capital variable that
is more highly correlated with the true pub-
lic agricultural research capital variable. We
do this by choosing the subset of all public
agricultural research expenditures undertaken
by the Agricultural Research Service (ARS)
and Economic Research Service (ERS) of the
USDA and SAES, and Veterinary Medicine
Schools/Colleges of the Land Grant system
that have an agricultural productivity focus.
We selected all research commodities that are

14 Other trapezoidal weight patterns with a total lag of thirty-
five years will also be highly correlated with the one we chose
and be a good proxy variable. If the true timing weight pattern
differs greatly from the trapezoidal shape, this would introduce
measurement error that would make the least-squares parame-
ter estimates inconsistent and biased toward zero (Greene 2003,
pp. 83–85).

farm output, farm input, or farm pest and re-
search problem areas (RPAs) that are focused
on biological efficiency, mechanization, pro-
tection/maintenance, and management. In par-
ticular, we excluded research on post-harvest
activities and on research commodities de-
noted as households, families, or communities.
This remaining subset of real public agricul-
tural research expenditures is then used to con-
struct the public agricultural research capital
variable (RPUB).15

Interaction terms between a state’s public
agricultural research capital and SAES fund-
ing shares are created, i.e., the share of the
SAES funds from federal formula and state
government appropriations (SFF) and federal
grants and contracts (GR) are multiplied by
ln RPUB. However, given that the public agri-
cultural research capital is derived using thirty-
five years of data, we lagged SFF and GR
by twelve years, to place them roughly at the
weighted mid-point of the total lag length.

Although research spillin areas might be
defined using state units (e.g., McCunn and
Huffman 2000), we choose to use geo-climatic
regions as defined in Huffman and Evenson
(1993, p. 195). The regions are units that have
similar climates and soils, leading to similar
technological opportunities. For example, con-
sider Iowa. It is covered by geo-climatic region
6, and it is surrounded by six states. For each
of these states, we weight the amount of public
agricultural research capital in each year by the
share of the state that is also in region 6, and
then we sum over these six weighted values.16

Thus, the public agricultural research capital
spillin for a given state does not include its own
public agricultural research capital.

The public agricultural extension capital
variable is constructed as follows. We take data
on full-time equivalent professional extension
staff years allocated to agricultural and natu-
ral resource extension to construct our public
extension variable (Ahearn, Lee, and Bottom
2003). The instrument for public extension is
a five-year weighted average of extension staff
years, where the current year’s input receives
a weight of one-half and the weights decline
geometrically over the next four years.

15 A number of studies have used “a time trend” to proxy tech-
nical change or research capital, e.g., Capalbo and Denny (1986);
Chavez and Cox (1992); and Lim and Shumway (1997). Our public
agricultural research variable is a better proxy for technical change,
and because it is constructed from real rather than nominal public
agricultural research expenditures it is not strongly trended over
the study period.

16 The set of weights is available from the authors upon request.
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To represent state private agricultural R&D
capital, we also use a proxy variable. We take
data on the annual flow of all private agricul-
tural patents awarded in the U.S. to domestic
and foreign inventors in four areas: field crops
and crop services; fruits and vegetables; horti-
cultural and green house crops; and livestock
and livestock services (Johnson and Brown
2002). For each state, we apply local produc-
tion weights to each of the four totals. Then the
public agricultural research capital variable is
created by applying trapezoidal timing weights
over a nineteen-year period, and summing.

To take some account of the fact that federal
and state agricultural science and economic
policies follow natural boundaries around
states and regional groupings of states, we de-
fine seven regional dummy variables. Starting
from the eleven ERS production regions (ta-
ble 2), we reduce them to seven by combining
the New England and Northeast regions into
a new Northeast region, the Appalachian re-
gion and the Southeast into a new Southeast re-
gion, the Lake States and Corn Belt into a new
Central region, and the Southern Plains and
Delta regions into a new South Plains region.
Other regions are the Northern Plains, Moun-
tains, and Pacific. If there are omitted variables,
as there may be, the regional fixed effects and
trend will partially account for these otherwise
omitted effects. This will improve the quality of
the final estimates. See table 3 for definitions of
symbols and summary definitions of variables.

Method of Estimation

The methodology is one of a pooled cross-
section time-series model of agricultural pro-
ductivity that is fitted to annual data for
forty-eight contiguous states over 1970–1999.
Most likely disturbances are heteroskedastic
and contemporaneously correlated across pan-
els and auto-correlated within panels. Several
strategies exist for estimating panel data mod-
els of this type. First, one could apply feasi-
ble generalized least squares (FGLS) where
first-round OLS residuals are used to estimate
one or more values of � in a first-order autore-
gressive process (AR(1)), a variance for each
state and the contemporaneous correlation of
disturbances across pairs of states.17 However,

17 For example, the OLS residuals
∧utl for each state, l = 1, . . . , 48,

could be pooled to estimate a single value of � in
∧utl = � l

∧ut−1l + εtl ,
where εtl is a random disturbance term. Another option is to use
residuals for each state to estimate state-specific values of � l and
then a single estimate of � can be obtained by taking a simple

Beck and Katz (1995) have shown that the full
FGLS variance–covariance estimates are typi-
cally unacceptably optimist when used in pan-
els of modest size and length. Second, one can
apply the Prais–Winsten estimator (Greene
2003, pp. 325–26) to estimate the parameters in
equation (4) and then use standard errors cor-
rected for heteroscedasticity and contempora-
neous correlation across states (PCSE).18 This
is an alternative to FGLS. Third, White (1980)
and MacKinnon and White (1985) suggest an-
other strategy where regression parameters
are estimated by OLS and standard errors are
corrected for a general, rather than a specific,
form of heteroscedasticity. This latter method-
ology was extended by Newey and West (1987)
to a general form of standard error correc-
tion for autocorrelation or combined general
heteroscedasticity and autocorrelation. Given
our data, the Newey–West standard errors ig-
nore useful information that permits a ma-
jor simplification of the variance–covariance
matrix of the parameters. After weighing al-
ternative strategies, we choose to pursue the
Prais–Winsten estimator of regression coef-
ficients and correct the standard errors and
z-values for heteroscedasticity and contempo-
raneous correlation across states. The estima-
tor for the regression coefficients is consistent
and the estimate of the variance–covariance
matrix of the parameters is asymptotically ef-
ficient under the assumed covariance structure
of the disturbances.

The Results

Equation (4) is fitted with a panel structure
for the forty-eight states and thirty observa-
tions over time with and without a time trend
using the Prais–Winsten estimator and PCSE.
The estimate of � used in the estimation is 0.76
for regression (1) and 0.69 for regression (2).
These values are quite far away from 1 and sug-
gest that weak dependency exists in the distur-
bances and that a unit root is unlikely to be a
problem (Greene 2003, p. 636).

average over all forty eight state estimates of � l , and it is used
in computing the adjusted standard errors. Finally, one might use
state specific estimates of � and transform each state separately.
The options are available in the STATA xtgls routine (STATA
2005, pp. 102–11).

18 Beck and Katz (1995, p. 121) made a case against estimating
panel-specific AR(1) parameters rather than a single AR(1) pa-
rameter across all states. This estimation can be implemented in
STATA 8.2 using xtpcse with the subroutine ar1 (STATA 2005, pp.
226–35).
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Table 4. Panel Estimates of Pooled Cross-Section Time-Series Model of Agricultural
Productivity: Forty-Eight U.S. States, 1970–1999 (N × T = 48 × 30 = 1,440)

Regression (1) Regression (2)

Regressors Coefficient z-Valuea Coefficient z-Valuea

Intercept −6.865 5.91 −24.803 5.62
ln (Public Ag Res Capital)t 0.189 9.44 0.131 14.13
ln (Public Ag Res Capital)t × SFFt−12 0.037 1.54 0.035 1.67
ln (Public Ag Res Capital)t × (SFFt−12)2 −0.030 1.83 −0.028 1.92
ln (Public Ag Res Capital)t × GRt−12 −0.032 2.74 −0.034 3.01
ln (Public Ag Res Capital)t × (GRt−12)2 0.037 1.47 0.040 1.70
ln (Public Extension Capital)t 0.156 5.46 0.110 5.12
ln (Public Ag Res Capital Spillin)t 0.147 4.12 0.035 2.09
ln (Private Ag Res Capital)t 0.089 1.20 0.001 0.02

Regional Indicators
Northeast (=1) 0.185 2.61 0.053 1.10
Southeast (=1) 0.037 0.79 0.005 0.13
Northern Plains (=1) 0.343 5.73 0.194 5.48
Southern Plains (=1) 0.103 1.88 0.062 1.51
Mountains (=1) 0.219 3.02 0.115 2.29
Pacific (=1) 0.117 1.91 0.057 1.25

Trend 0.011 4.75
R2 0.328 0.421

Note: The dependent variable is ln(TFP)ilt . Parameters are estimated by the Prais–Winsten estimator where the estimate of the AR(1)

parameter � for regression (1) is 0.76 and for regression (2) is 0.69. The estimation was carried out in STATA 8.2 using the panel data routine

“xtpcse” and subroutine “ar1.”
aThe z-values are constructed from standard errors that are corrected for heteroscedasticity across states and contemporaneous correlation of

disturbances across pairs of states.

In table 4, all of the estimated coeffi-
cients have plausible signs. In regression
(2), which includes trend, all of the adjusted
z-values are smaller than for regression (1),
which excludes trend, except for the direct
effect of public agricultural research capital.
This variable has a larger adjusted t-value in
regression (2) than in regression (1). All of the
direct effects of key variables are significantly
different from zero at the 5% level in a two-
sided test, except for the estimated coefficient
of private agricultural research capital. All
of the coefficients of interaction terms are
statistically significant (positive or negative) at
the 5% level in a one-sided test. In regression
(2), the estimated coefficient of trend is 0.011,
and it is significantly different from zero at
the 5% level. It is a measure of the net effect
of time trend in the dependent variable, all
regressors, and even in other variables from
outside the model that are correlated with
ln TFP and (or) trend, including any technical
change in research equipment or software. At
face value, the coefficient of trend suggests
that TFP is growing annually at 1.1% per year,
holding other regressors in the econometric
TFP model constant. The R2 is 0.33 in re-
gression (1) and 0.42 in regression (2), which

indicates that we are capable of explaining
one-third to almost one-half of the variation
in ln TFP by the regression equations.

The point estimate of marginal effects rep-
resented by equations (5)–(9) and the associ-
ated 95% confidence intervals are reported in
table 5.19 Although the signs of these marginal
effects are unaffected by the inclusion of trend,
the marginal effects are smaller in absolute
value when trend is included. The elasticity
of TFP with respect to public agricultural re-
search capital (RPUB) is 0.197 without trend
and 0.139 with trend. The elasticity of TFP
with respect to public agricultural research
spillin capital (RPUBSPIL) is 0.146 without
trend and 0.036 with trend. The elasticity of
TFP with respect to extension capital (EXT) is
0.156 without trend and 0.110 with trend. These
marginal effects, however, have tight 95% con-
fidence intervals (table 5).

The central focus of this paper is the impact
of the composition of SAES funding on the
productivity of public agricultural research.
These marginal effects are a little smaller af-
ter the inclusion of trend, and we focus on the

19 When the marginal effect is not a constant, it is evaluated at
the sample mean of the appropriate variable.
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Table 5. Marginal Impacts on Agricultural TFP from a Policy Change (95% Con-
fidence Interval Is in Parentheses)

From Regressiona

Equation/Marginal Impact (1) (2)

(5) ∂ln(TFP)/∂ln(RPUB) 0.197 (0.161, 0.234) 0.139 (0.124, 0.153)
(6) ∂ln(TFP)/∂ln(RPUBSPILL) 0.147 (0.077, 0.217) 0.036 (0.002, 0.067)
(7) ∂ln(TFP)/∂ln(EXT) 0.156 (0.100, 0.212) 0.110 (0.068, 0.153)
(8) ∂ln(TFP)/∂(SFF) −0.130 (–0.253, 0.001) −0.099 (–0.214, 0.016)
(9) ∂ln(TFP)/∂(GR) −0.402 (–0.657, –0.146) −0.431 (–0.684, –0.179)

aEstimated coefficients are taken from table 4 and marginal effects are evaluated at the sample mean of the data for (5), (8), and (9).

second set. An increase in programmatic fund-
ing by one percentage point decreases TFP by
0.9%. The 95% confidence interval for this im-
pact is relatively tight and, conditional on the
data, the marginal impact is most likely neg-
ative, but there exists some chance that it is
positive (table 4).20 In contrast, a marginal in-
crease of SAES federal grants and contract
funding by one percentage point reduces TFP
by 4.3%. Conditional on the sample, this latter
impact is almost certainly negative. Recall that
at the sample mean, the share of federal for-
mula funds in total SAES funds is 23% (and of
state government funding is 0.52) and the share
in federal grants, contracts, and cooperative
agreements is 9.6% (table 3). Hence, if federal
formula funds are reduced by ten percentage
points, and these funds are transferred to com-
petitive grants (with an overhead rate of 20%),
this will increase SAES funding from fed-
eral grants, contracts, and cooperative agree-
ments by only about 2%. Hence, agricultural
TFP will decline by 7.6%. This is a significant
reduction.

To gain insight, we graph ∂ln(TFP)/∂(SFF)
against SFF. Given that �3 is positive and �4 is
negative, as SFF increases, ∂ln(TFP)/∂(SFF)
first increases, peaks at SFF = 0.62 under ei-
ther regression, and then decreases for larger
values of SFF (figure 2). The marginal rela-
tionship between ∂ln(TFP)/∂(GR) and GR is
convex rather than concave. At small (or large)
values of GR, ∂ln(TFP)/∂(GR) is large. Start-
ing from a small value of GR, ∂ln(TFP)/∂(GR)
decreases to GR = 0.43 under regression (1)
and (2), and then increases for larger values
of GR (see figure 3). Hence, an incremental
re-allocation of funds from SFF to GR, i.e.,
a decline in the share of programmatic fund-
ing offset by an equal increase in federal grants

20 This is a Bayesian and not a classical statistical interpretation,
Greene (2003, pp. 429–30).

∂ln(TFP)/∂(SFF) 

0 1.0      SFF0.62 0.75 

Figure 2. Marginal effect of SFF on ln TFP

0.43 1.0     GR 0 0.096 

∂ln(TFP)/∂(GR) 

Figure 3. Marginal effect of GR on ln TFP

and contracts, will lower state agricultural TFP
significantly.

Conclusions

This study has presented new econometric evi-
dence of the significant positive impact of pub-
lic agricultural research and extension on state
agricultural TFP over 1970–1999. The results
also showed that programmatic funding, e.g.,
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federal formula funding, has a larger impact
on agricultural productivity than federal com-
petitive grants and contracts. Why does this
occur? Local SAES directors have the advan-
tage of building reputations with state clientele
and their scientists relative to national sci-
ence program directors, and Huffman and
Just (1999, 2000) have shown this increases
efficiency of the public agricultural research
organization. Furthermore, state legislators
expect their Land Grant University to use state
government-appropriated public agricultural
research funds to solve local problems or to
develop new technologies that will give lo-
cal clientele a comparative advantage rather
than to chase national competitive grant funds.
Failure of State Agricultural Experiment Sta-
tion directors to deliver on these expectations
can be expected to weakening future state
legislative support for public agricultural re-
search, which has occurred in some states (e.g.,
Wisconsin and Colorado).

Our results provide evidence against Presi-
dent Bush’s 2005 Federal Budget, which pro-
posed eliminating Hatch and other formula
funds for agricultural research and replaced
them with a competitive grants program for
the SAES system. Our results imply that trans-
fers of federal formula funds or replacing fed-
eral formula funds with a competitive grants
program for State Agricultural Experiment
Stations would reduce state agricultural pro-
ductivity significantly. These conclusions are
unaffected by the inclusion of trend in the
econometric TFP model. In addition, states,
which have large experiment stations and
have accumulated past experience competing
for federal grants, would have an advantage
over other states. Hence, the new science pol-
icy would imply major distributional effects
among states, and State Agricultural Experi-
ment Station directors as a group and the U.S.
Congress seem unlikely to support President
Bush’s proposal to convert existing Hatch Act
funding into a competitive grant program.

Returning to the broader issue of the so-
cial annualized marginal rate of return to
public funds invested in agricultural research,
our estimate ranges from 49 to 62%. The
smaller of these numbers is associated with
the TFP model that includes a time trend.21

21 The marginal annualized internal rate of return is computed
assuming a one-unit increment in public funding, and benefits are
measured at the sample mean and distributed over time using tim-
ing weights (figure 1). The sample mean value of Q is $3.513 billion
per state per year in constant 1984 dollars.

Both of these marginal real internal rates of
return compare quite favorably with estimates
reported by Evenson (2001). The implied first-
year marginal product of public extension ex-
ceeds its cost. This marginal product is about
$29 per dollar of extension staff time, which
clearly exceeds its costs.22

Until 1980, 70% of State Agricultural Ex-
periment Station funding came from federal
formula funds and state government appro-
priations, both of which are relatively unre-
stricted use funds. Today, that percentage has
fallen to about 50%. A long lag exists from
the initial investment in public agricultural re-
search to obtaining useful discoveries and then
to innovations available to farmers. If, for some
reason, current public agricultural research in-
vestments would drop to zero, research ben-
efits would continue for some time, but at a
reduced rate. It, however, would be very dif-
ficult for future research ever to catch up on
past foregone discoveries. Hence, it is critical
to maintain, or even increase, funding for pub-
lic agricultural research.

[Received November 2003;
accepted November 2005.]

References

Ahearn, M., J. Lee, and J. Bottom. 2003. “Re-

gional Trends in Extension Resources.” USDA,

ERS, Agricultural Information Report No.

791.

Alston, J.M., B. Craig, and P.G. Pardey. 1998. “Dy-

namics in the Creation and Depreciation of

Knowledge, and the Returns to Research.”

International Food Policy Research Institute

EPTD Discussion Paper No. 35.

Alston, J.M., and P.G. Pardey. 2001. “Attribution

and Other Problems in Assessing the Returns

to Agricultural R&D.” Agricultural Economics
25:141–52.

Ball, V.E., J.P. Butault, and R. Nehring. 2002. “U.S.

Agriculture, 1960–96: A Multilateral Compar-

ison of Total Factor Productivity.” In V.E. Ball

and G.W. Norton, eds. Agricultural Produc-
tivity: Measurement and Sources of Growth.

Boston, MA: Kluwer Academic Publication,

pp. 11–36.

Ball, V.E., F. Gollop, A. Kelly-Hawke, and

G. Swinand. 1999. “Patterns of Productivity

22 We used a sample mean number of farms per state of 49,900
and assumed that a staff-year of extension effort cost $33,000 in
1984 prices, which may be large.



Huffman and Evenson Impacts of Federal Agricultural Research Funds 797

Growth in the U.S. Farm Sector: Linking State

and Aggregate Models.” American Journal of
Agricultural Economics 81:164–79.

Beck, N., and J.N. Katz. 1995. “What to Do (and Not

to Do) with Time-Series Cross-Section Data.”

American Political Science Review 89:634–

47.

Capalbo, S.M., and M.G.S. Denny. 1986. “Testing

Long-run Productivity Models for the Cana-

dian and U.S. Agricultural Sectors.” Ameri-
can Journal of Agricultural Economics 68:615–

25.

Chambers, R.G. 1988. Applied Production Analy-
sis: A Dual Approach. New York: Cambridge

University Press.

Chavez, J.-P., and T.L. Cox. 1992. “A Nonparamet-

ric Analysis of the Influence of Research on

Agricultural Productivity.” American Journal
of Agricultural Economics 74:583–91.

CSREES (Cooperative State Research, Education,

and Extension Service). 2005a. “CSREES Up-

date.” June 17. Available at: http://www.csrees.

usda.gov / newsroom / newsletters / update05/

061705.html.

——. 2005b. “Doing Business with CSREES.”

April 19. Available at: http://www.csrees.usda.

gov/busilenss/awards/formula/hatch.html.

Evenson, R.E. 2001. “Economic Impacts of Agri-

cultural Research and Extension.” In B.L.

Gardner and G. Rausser, eds. Handbook of
Agricultural Economics, Vol. 1A. New York:

North-Holland, pp. 574–628.

Greene, W.H. 2003. Econometric Analysis, 5th edi-

tion. Upper Saddle River, NJ: Prentice Hall.

Griliches, Z. 1963. “The Sources of Measured

Productivity Growth: United States Agricul-

ture, 1940–1960.” Journal of Political Economy
71:331–46.

——. 1979. “Issues in Assessing the Contributions

of Research and Development to Productivity

Growth.” Bell J. Economics 10:92–116.

——. 1998. R&D and Productivity: The Econo-
metric Evidence. Chicago: The University of

Chicago Press.

Huffman, W.E., and R.E. Evenson. 1993. Science for
Agriculture: A Long Term Perspective. Ames,

IA: Iowa State University Press.

——. 2005. Science for Agriculture: A Long Term
Perspective. Ames, IA: Blackwell Publishing.

Huffman, W.E., and R.E. Just. 1994. “An Empirical

Analysis of Funding, Structure, and Manage-

ment of Agricultural Research in the United

States.” American Journal of Agricultural Eco-
nomics 76:744–59.

——. 1999. “Agricultural Research: Benefits and

Beneficiaries of Alternative Funding Mech-

anisms.” Review of Agricultural Economics
21:2–18.

——. 2000. “Setting Efficient Incentives for

Agricultural Research: Lessons from Principal-

Agent Theory.” American Journal of Agricul-
tural Economics 82:370–88.

Huffman, W.E., A. McCunn, and J. Xu. 2006.

“Public Agricultural Research with an Agri-

cultural Productivity Emphasis. Data for 48

States, 1927–1995.” Iowa State University, De-

partment of Economics, Staff Paper.

Johnson, D.K.N., and A. Brown. 2002. “Patents

Granted in U.S. for Agricultural SOV, by State

of Inventor, 1963–1999.” Wellesley College,

Wellesley, MA: Department of Economics

Working Paper.

Knoblauch, H.C., E.M. Law, and W.P. Meyer. 1962.

State Agricultural Experiment Stations: A His-
tory of Research Policy and Procedure. U.S.

Dept. of Agriculture, Washington DC: U.S.

Government Printing Office.

Lim, H., and C.R. Shumway. 1997. “Technical

Change and Model Specification: U.S. Agricul-

tural Productivity.” American Journal of Agri-
cultural Economics 79:543–54.

MacKinnon, J.G., and H. White. 1985. “Some Het-

eroscedasticity Consistent Covariance Matrix

Estimators with Improved Finite Sample Prop-

erties.” Journal of Econometrics 29:305–25.

McCunn, A.I., and W.E. Huffman. 2000. “Conver-

gence in U.S. Productivity Growth for Agri-

culture: Implications of Interstate Research

Spillovers for Funding Agricultural Research.”

American Journal of Agricultural Economics
82:370–88.

National Research Council. 2003. Frontiers in Agri-
cultural Research: Food, Health, Environment,
and Communities. Committees on Opportuni-

ties in Agriculture, Board on Agriculture and

Natural Resources. Washington DC: National

Academy Press.

Newey, W., and K. West. 1987. “A Simple Posi-

tive Semi-Definite, Heteroscedasticity and Au-

tocorrelated Consistent Covariance Matrix.”

Econometrica 55:703–08.

Stata Corp. 2005. Stata Statistical Software 9.0. Col-

lege Station, TX: Stata Corporation.

U.S. Department of Agriculture. Inventory of
Agricultural Research: Fiscal Year 1970–1996.

Cooperative States Research Service, Current

Research Information System, Beltsville, MD,

1971–1997.

——. 1993. Manual of Classification of Agricultural
and Forestry Research. Revision V. Coopera-

tive State Research Service, Current Research

Information System, Beltsville, MD.



798 November 2006 Amer. J. Agr. Econ.

White, H. 1980. “A Heteroskedasticity-Consistent

Covariance Matrix Estimator and a Direct Test

of Heteroskedasticity.” Econometrica 48:817–

34.

Wooldridge, J.M. 2003. Econometric Analysis of
Cross Section and Panel Data. Cambridge, MA:

The MIT Press.

Yee, J., W.E. Huffman, M. Ahearn, and D. New-

ton. 2002. “Sources of Agricultural Produc-

tivity Growth at the State Level, 1960–1993.”

In V.E. Ball and G.W. Norton, eds. Agricul-
tural Productivity: Measurement and Sources
of Growth. Boston: Kluwer Academic Publi-

cation, pp. 185–210.


